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FUZZY CLASSES OF ANALYTIC FUNCTIONS DEFINED BY

FRACTIONAL DIFFERENTIAL OPERATOR

KHALIDA INAYAT NOOR AND MUHAMMAD ASLAM NOOR

Abstract. Recently the concept of fuzzy set theory is used to introduce the
notion of fuzzy differentiation by several authors in the field of geometric func-

tion theory. In this paper, fuzzy differential subordination and fractional differ-

ential operator are employed to define certain new classes of analytic functions
in the unit disc. Several new interesting results, such as some inclusion re-

lations, convolution and integral preserving properties, for these classes are

discussed. Some significant special cases of our main results are also pointed
out.

1. Introduction

The classical theory of differential subordination has been introduced and devel-
oped by Miller and Mocanu [5, 12] in geometric function theory, which is vibrant
field of research of complex analysis of one variable. The concept of fuzzy differen-
tial subordination is one of the numerous application of the fuzzy set theory, which
was introduced by Zadeh [23]. The research in this direction combines the fuzzy
subordination with different types of operators. Fractional calculation has seen a
tremendous recently there have been many applications in several domains such as
physics, engineering, electric networks, biological systems with memory, computer
graphics and others.
In Section2, we present the definitions and preliminaries which makes the founda-
tion of this study. Section 3 includes lemmas that are required to prove the main
results in Section 4. Special cases are also discussed.

2. Definitions and preliminaries

Let C denote the set of all complex numbers and N be the set of positive integers.
For D ⊂ C, let H(D) be the class of analytic functions in D.
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For n ∈ N,An denotes the class of analytic functions defined as

An = {f : f ∈ H(E) and f(z) = z +

∞∑
k=n+1

akz
k, z ∈ E},

where E is the open unit disc given by

E = {z : f ∈ C and |z| < 1}.

We write A = A1.

Let S, S? and C be the classes of functions in A, which are, respectively, univa-
lent, starlike and convex in E with definitions as given below

S =
{
f ∈ A : f is a univalent function in E

}
S? =

{
f ∈ A : Re

(zf ′(z)
f(z)

)
> 0, z ∈ E

}
C =

{
f ∈ A : Re

(
1 +

zf ′′(z)

f ′(z)

)
> 0, z ∈ E

}
.

The classes S, S? and C are the extensively studied subclasses of univalent
functions in the area of geometric function theory.

Also, given two analytic functions f1 and f2 in the open unit disc E, we say that
f1 is subordinate to f2, denoted by f1 ≺ f2 or f1(z) ≺ f2(z), z ∈ E, if there
exists a Schwartz function w, which is analytic in E and satisfies the conditions
w(0) = 0, |w(z)| < 1, z ∈ E, such that

f1(z) = f2(w(z)).

Moreover, in the case f2 is univalent in E, then the following equivalence holds
true:

f1(z) ≺ f2(z) ⇔ f1(0) = f2(0) and f1(E) ⊂ f2(E).

Let

f(z) =

∞∑
k=0

akz
k and g(z) =

∞∑
k=0

bkz
k.

Then the Hadamard product (or convolution ) of these power series is defined as
the power series,

(f ? g)(z) = f(z) ? g(z) =

∞∑
k=0

akbkz
k.

Recently the theory of fractional calculus has found interesting applications in the
geometric function theory. The classical definitions of fractional operators have
been applied to study various subclasses of A.
The fractional derivative of order α, 0 ≤ α < 1, is defined as follows:

Dα
z f(z) =

1

Γ(1− α)

d

dz

∫ z

0

f(t)

(z − t)α
dt, 0 ≤ α < 1, z ∈ E, (2.1)
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where Γ represents the Gamma function and the multiplicity of (z−t)−α is removed
by requiring log(z − t) ∈ R, whenever (z − t) > 0. It is obvious that D0

z = f(z).
In [15], the operator Lα : A → A has been defined as

Lα(z) = Γ(2− α)zαDα
z f(z), 0 ≤ α < 1, f ∈ A

= z +

∞∑
k=2

Γ(k + 1)Γ(2− α)

Γ(k + 1− α)
akz

k, z ∈ E

= z +

∞∑
k=2

σk(α)akz
k, z ∈ E (2.2)

= φ(2, 2− α; z) ? f(z),

where

φ(a, c; z) =

∞∑
k=0

Γ(k + a)Γ(c)

Γ(k + c)Γ(a)
, a, c 6= 0,−1,−2, . . .

is the incomplete beta function and Γ denotes gamma function.
Using (2.1), a generalized fractional differential operator

Dn,α
λ : A → A

is defined in [2] as follows:
Let n ∈ N, 0 ≤ λ ≤ 1 and f ∈ A.

Dn,α
λ f(z) = D

(
Dn−1,α
λ f(z)

)
.

Note that

D0,0
0 f(z) = f(z)

D1,α
λ f(z) (1− λ)Lαf(z) + λz(Lαf(z))′.

and, in general, as a power series, from (2.2), we have

Dn,α
λ f(z) = z +

∞∑
k=2

[
σk,(α, σ)

]n
akz

k, (2.3)

where

σk(α, λ) =
Γ(k + 1)Γ(2− α)

Γ(k + 1− α)

(
1 + λ(k − 1)

)
. (2.4)

(i). If α = 0, λ = 1, then

Dn,0
1 f(z) = Dnf(z) = z +

∞∑
k=2

knakz
k (2.5)

is the Salagean differential operator defined in [17].
(ii). If n = 1 and λ = 0, the operator Dn,α

λ reduces to the operator Lα defined
by (2.2).

Let P [β;A,B], 0 < β ≤ 1, −1 ≤ B < A ≤ 1 consist of functions p, analytic in
E, p(0) = 1 and

p(z) ≺
(1 +Az

1 +Bz

)β
= h(β,A,B).
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(iii). If α = 0, then

Dα
z f(z) = z +

∞∑
k=2

[1 + λ(k − 1)]nakz
k

is the Al-Oboudi differential operator [1].

The function
(
1+Az
1+Bz

)β
can easily shown to be convex and univalent in E and

Re
[(1 +Az

1 +Bz

)β]
> ρ =

(1−A
1−B

)β
, z ∈ E.

We note the following special cases:
(i). h(β, 1,−1) = hβ ; | arg hβ | ≤ βπ

2 , z ∈ E.
(ii). h(1, 2γ − 1,−1) = h(γ, z); Re[h(γ, z)] > γ, z ∈ E.
(iii). h(1, 1,−1) = h, Re[h(z)] > 0, z ∈ E.

We have the followings:

Definition 2.1. [23] Let X be a nonempty set. A pair (A,FA), where FA : X →
[0, 1] and A = {x ∈ X : 0 < FA(x) ≤ 1}is called the fuzzy subset of X. The set
A is called the support of (A,FA) and FA is called the membership of (A,FA). we
can write

A = Supp(A,FA).

Remark 2.1. [23] If A ⊂ X, then

FA(x) =

{
1, if x ∈ A
0, otherwise.

For empty set φ, Fφ(x) = 0, x ∈ X and FX(x) = 1, x ∈ X.

Definition 2.2. [14] Let D ⊂ C, z0 ∈ D be a fixed point and let the functions
f, g ∈ H(D). The function f is said to be fuzzy subordinate to g and write
f ≺F g or f(z) ≺F g(z), z ∈ E, for any function F analytic in E, if they satisfy
the following conditions.
(i). f(z0) = g(z0)
(ii). Ff(D)f(z) ≤ Fg(D)g(z), z ∈ D.

For the general theory of fuzzy differential subordination, convolution, appli-
cations and related areas, see [2, 3, 6, 7, 8, 9, 10, 11, 14, 15] and the references
therein.

Definition 2.3. A function f ∈ A is said to be belong to the fuzzy class Tn,αλ,δ (h),
if it satisfies the following condition{(

Dn,α
λ f

)′
+ δz

(
Dn,α
λ f

)′′} ≺F h(z), δ ≥ 0, 0 ≤ δ ≤ 1, ∀z ∈ E.

If

h(z) =
(1 +Az

1 +Bz

)β
, 0 ≤ β ≤ 1, −1 ≤ B < A ≤ 1,

then we obtain the class Tn,αλ,δ (β,A,B).
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3. Set of important lemmas

To prove our main results, we need the following Lemmas.

Lemma 3.1. [1] If p(z) is analytic in E with p(0) = 1 and Re(p(z)) > 1
2 , z ∈ E,

then the function (p ? F )(z) takes the values in the convex hull of F (E). That is,
(p ? F )(E) ⊂ F (E) in E.

Lemma 3.2. [16] Let h be analytic in E with h(0) = 1 and let
Re{h(z)} > γ, z ∈ E. Then

Re{h(z)} ≥ (2γ − 1) +
2(1− γ)

1 + |z|
, 0 ≤ γ < 1, z ∈ E.

The following Lemma is a generalization of one given in [22].

Lemma 3.3. [19] Let P (βi), i = 0, 1, 2, . . . ,m be the class of analytic functions
p with p(0) = 1 and Re{p(z))i} > βi, βi ≤ 1. Then

P (β1) ? P (β2) ? . . . ? P (βm) = P (η),

where

η = 1− 2m−1(1− β1)(1− β2) . . . (1− βm).

Lemma 3.4. [13] Assume that h is a convex function with h(0) = 1 and
ν ∈ C? = C {0} with Re(ν) ≥ 0. If p is analytic in E with p(0) = 1,

φ : C2 × E → C, φ
(
p(z(, zp′(z); z

)
= p(z) + ν−1zp′(z)

is analytic in E and

Fφ(C2×E)

(
p(z) +

1

ν
zp′(z)

)
≤ Fh(E)

(
h(z)

)
,

that is, (
p(z) +

1

ν
zp′(z)

)
≺F h(z), z ∈ E,

then

Fp(E)(p(z)) ≤ Fq(E)(q(z)) ≤ Fh(E)(h(z)),

that is,

p(z) ≺F q(z), z ∈ E,
where

q(z) =
ν

zν

∫ z

0

h(t)tν−1dt, z ∈ E.

The function q is convex and it is the fuzzy best dominant.

Lemma 3.5. [16] Let {ck}∞0 be a convex null sequence. Then the function

p(z) =
c0
2

+

∞∑
k=1

ckz
k, z ∈ E,

is analytic in E and Re{p(z)} > 0 in E.

Remark 3.1. A {ak}∞0 of non-negative numbers is called a null sequence of
an → 0, as n→∞ and a0 − a1 ≥ a1 − a2 ≥ . . . an − an+1.
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Lemma 3.6. [2] Let 2F1 represent the Gauss hypergeometric function.
For complex numbers a, b, c different from 0,−1,−2, . . . we have

(i).

∫ 1

0

tb−1(1− t)c−b−1(1− tz)−adt =
Γ(b)Γ(c− b)

Γ(c)
2F1(a, b; c; z),

Re(c) > Re(b) > 0.

(ii). (a+ 1) 2F1(1, a; a+ 1; z) = (a+ 1) + az 2F1(1, a+ 1; a+ 2; z).

(iii). 2F1(a, b; c; z) = 2F1(a, c− b; c; z

1− z
).

4. Main Results

In this section, we prove our main results for the class Tn,αλ,δ (γ). Throughout our
discussion, we assume 0 ≤ α < 1, 0 ≤ λ, δ ≤ 1 and n is a positive integer unless
stated otherwise.

Theorem 4.1. Let h(z) = 1+Az
1+Bz , −1 ≤ B < A ≤ 1, δ = 0. Then

Tn+1,α
λ,0 (γ) ⊂F Tn,αλ,0 (γ), γ =

1−A
1−B

.

Proof. Let f ∈ Tn,αλ,0 (γ). Then(
Dn+1,α
λ f

)′
(z) ≺F

1− (2γ − 1)z

1− z
= hγ(z).

Note that by (2.3), we have(
Dn+1,α
λ f

)′
(z) = 1 +

∞∑
k=2

[
σ(α, λ)

]n+1
kakz

k−1. (4.1)

Thus, by given hypothesis, and (4.1), we have(
Dn+1,α
λ f(z)

)′
=
{

1 +

∞∑
k=2

[
σ(α, λ)

]n+1
kakz

k−1} ≺F hγ(z). (4.2)

Now, with γ = 1−A
1−B and (4.2), we have

(
Dn,α
λ f

)′
(z) =

{
1 +

∞∑
k=2

[
σ(α, λ)

]n
kakz

k−1}
=

[
1 +

1−B
2(A−B)

∞∑
k=2

k
{
σk(α, λ)

}n+1
akz

k−1}] ? [1 +
2(A−B)

1−B

∞∑
k=2

zk−1

σk(α, λ)

]
.(4.3)

From which, it follows that[
1 +

1−B
2(A−B)

∞∑
k=2

k
{
σk(α, λ)

}n+1
akz

k−1] ≺F 1

1− z
, z ∈ E. (4.4)

It is known [18] that the function

σ(α) =
Γ(k + 1)Γ(2− α)

Γ(k + 1− α)
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is a decreasing function of k and

0 < σk ≤ σ2 =
1

2− α
.

In [1], it is proved that dk = 1
1+λk , k = 1, 2, 3, . . . is a convex null sequence.

This implies that the sequence

ck−1 =
[ Γ(k + 1− α)

Γ(k + 1)Γ(2− α)

][ 1

(1 + λ(k − 1)

]
with c0 = 1 is a convex null sequence. Therefore, using Lemma 3.1, we have[

1 +
2(A−B)

(1−B)

∞∑
k=2

ck−1z
k−1] ≺F hγ(z), γ =

1−A
1−B

, z ∈ E. (4.5)

Now, using (4.3), (4.4), (4.5) and Lemma 3.5, we obtain(
Dn,α
λ f

)′ ≺F hγ(z), γ =
1−A
1−B

, z ∈ E.

This completes the proof that f ∈ Tn,αλ,0 (γ), z ∈ E. �

We now prove a more general form of Theorem 4.1 as follows.

Theorem 4.2. Let h(z) = 1+Az
1+Bz , δ = 0. Then, for all z ∈ E,

Tn+1,α
λ (h) ⊂F Tn,αλ (hρ), hρ =

1 + (1− 2ρ)z

1− z
and

ρ =


A
B + B−A

B(1−B) 2F1

(
1, B−AB ; 1 + 1

σk(α,λ)
; B
B−1

)
, if B 6= 0, k = 2, 3, 4, . . .

1 + A
1+σk(α,λ)

, if B = 0, k = 2, 3, 4, . . .

The value of ρ is best possible.

Proof. Let

p(z) =
(
Dn,α
λ f

)′
(z), (4.6)

where p is analytic in E with p(0) = 1.
From (2.3), (2.4), (4.1) and (4.3), we have

z
(
Dn,α
λ f

)′
(z) =

1

σk(α, λ)

(
Dn+1,α
λ f

)
(z) +

(
1− 1

σk(α, λ)

)
(Dn,α

λ f)(z). (4.7)

Differentiating (4.6) and using (4.7), we obtain(
Dn+1,α
λ f

)′
(z) = p(z) + σk(α, λ)

[
zp′(z)

]
= p(z) +

1

ν
zp′(z) (4.8)

with ν = 1
σk(α,λ)

.

Since

f ∈ Tn+1,α
λ (h), h(z) =

1 +Az

1 +Bz
,
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this means that{
p(z) + σk(α, λ)

[
zp′(z)

]}
≺F

1 +Az

1 +Bz
in E.

Now by using Lemma 3.4 with ν 6= 0 and Re(ν) ≥ 0, we have

p(z) ≺F q(z) =
1

σk(α, λ)
z
(− 1

σk(α,λ)
)
∫ z

0

t
( 1
σk(α,λ)

−1)(
1 +At

)(
1 +Bt

)−1
dt. (4.9)

Using (i), (ii) and (iii) of Lemma 3.6 together with some computation, we obtain

q(z) =
A

B
+

(B −A)

B(1−B)
2F1

(
1, 1;

1

σk(α, λ)
+ 1;

Bz

Bz + 1

)
. B 6= 0. (4.10)

To show that q(z) given by (4.10) is best dominant, it is sufficient to prove that

inf{Re(q(z))} = q(−1).

For |z| ≤ r < 1, Re
(
1+Az
1+Bz

)
≥ 1−Ar

1−Br , see [2],
we can write

q(z) =

∫ 1

0

H(t, z)dµ(t), H(t, z) =
1 +Atz

1 +Btz
,

and

dµ(t) =
1

σk(α, λ)
t
( 1
σk(α,λ)

−1)
dt

which is positive measure on [0, 1]. So

Re(q(z)) ≥
∫ 1

0

1−Atr
1−Btr

dµ(t) = q(−r), |z| < r < 1,

and it implies that inf{Re(q(z))} = q(−1)} by letting r → −1.
This proves q(z) given by (4.10) is fuzzy best dominant and the result is best
dominant. �

Remark 4.1. Let

h(z) =
(1 +Az

1 +Bz

)β
, β ∈ (0, 1]

and
f ∈ Tn,αλ,o (h), δ ≥ 0.

Then f ∈ Tn,αλ,0 (hρ), where

hρ(z) =
1 + (1− 2ρ)z

1− z
, ρ =

(1−A
1−B

)β
. (4.11)

For A = 0, B = −1, β = 1, we have ρ = 1
2 and h 1

2
(z) = 1

1−z , z ∈ E.

Theorem 4.3. Let

fi ∈ Tn,αλ,δ (h) = h(z) =
(1 +Aiz

1 +Biz

)β
, −1 ≤ βi < Ai ≤ 1, i = 1, 2, 3, . . . ,m.

Let g ∈ A be defined by(
Dn,α
λ g

)′
=

∫ z

0

[(
Dn,α
λ f1

)′
?
(
Dn,α
λ f2

)′
? . . . ?

(
Dn,α
λ fm

)′]
(t)dt. (4.12)

Then

g ∈ Tn,αλ,δ (hζ), hζ =
1 + (1− 2ζ)z

1− z
, z ∈ E,
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where

ζ =

 1− 2m−1(1− ρ1)(1− ρ2) . . . (1− ρm)
[
1− 1

2 2F1(1, 1; 1 + 1
δ ; 1

2

]
, for δ > 0

1− 2m−1
[
(1− ρ1)(1− ρ2) . . . (1− ρm)

]
, for δ = 0,

and

ρi =
(1−Ai

1−Bi
)β
, i = 1, 2, 3, . . . ,m.

Proof. Let δ = 0. Then, from Remark 4.1, fi ∈ Tn,αλ,o (hρi), where ρi is given in

(4.1) for each i = 1, 1, . . . ,m. Now, using Lemma 3.3. we have

(
hρ1 ? hρ2 ? . . . ? hρm

)
(z) ≺F hξ(z) =

1 + (1− 2ξ)z

1− z
. (4.13)

From (4.12) and (4.13), we have(
Dn,α
λ g

)′
(z)
)
≺F hζ(z),

ζ = 1− 2m−1(1− ρ1)(1− ρ2) . . . (1− ρm), ρi =
(1−Ai

1−Bi
)β
.

Let δ > 0 and fi ∈ Tn,αλ,δ (hρi), i = 1, 2, . . . ,m.
Let (

Dλ,α
λ fi)(z)

)′
(z) = hρi(z).

Then [
(Dλ,α

λ fi)
′ + δz(Dλ,α

λ fi))
′](z) = hρi(z) +

1

δ
zh′ρi(z),

and

hρi(z) +
1

δ
zh′ρi(z) ≺F

(1−Ai
1−Bi

)β
. (4.14)

From (4.12), (4.14) and Lemma 3.4. we obtain

(
Dn,α
λ g

)′
(z)

=
[1
δ
z

−1
δ

∫ z

0

t(
1
δ−1)hρ1(t)dt

]
?
[1
δ
z

−1
δ

∫ z

0

t(
1
δ−1)hρ2(t)dt

]
? . . .

[1
δ
z

−1
δ

∫ z

0

t(
1
δ−1)hρm(t)dt

]
=

1

δ
z

−1
δ

∫ z

0

t(
1
δ−1)

(
hρ1 ? hρ2 ? . . . ? hρm

)
(t)dt

=
1

δ
z

−1
δ

∫ z

0

t(
1
δ−1)hρ0(t)dt.

This means that

(Dλ,α
λ g)′(z) =

1

δ
z

−1
δ

∫ z

0

u
1
δ−1hρ0(uz)du,

where

hρo =
[
(Dλ,α

λ g)′ + δz(Dλ,α
λ g))′

]
(z)

=
1

δ

∫ z

0

t(
1
δ−1)

(
hρ1 ? hρ2 ? . . . hρm

)
dt. (4.15)
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Now applying Lemma 3.2 and (4.13), we have

Re
(
hρ0(z)

)
≥ 1

δ

∫ z

0

t(
1
δ−1)

[
(2ξ − 1) +

2(1− ξ)
1 + u|z|

]
du

>
1

δ

∫ 1

0

[
(2ξ − 1) +

2(1− ξ)
1 + u

]
du.

Using (4.13) and some computation, we obtain

Re
(
hρ0(z)

)
> 1− 2m−1

[
(1− ρ1)(1− ρ2) . . . (1− ρm)

][
1− 1

δ

∫ 1

0

t(
1
δ−1)

1

1 + ut
du
]

> 1− 2m−1
[
(1− ρ1)(1− ρ2) . . . (1− ρm)

][
1− 1

2
2F1(1, 1; 1 +

1

δ
;

1

2
)
]

= ζ, z ∈ E.
This shows that

g ∈ Tn,αλ,δ (hξ), hξ(z) =
1 + (1− 2ξ)z

1− z
, for z ∈ E

and the proof is complete. �

Next, we prove that the fuzzy class Tn,αλ,δ (h) is closed under convolution.

Theorem 4.4. Let f ∈ Tn,αλ,δ (h) and ψ ∈ C. Then (f ? ψ) ∈ Tn,αλ,δ (h).

Proof. Since ψ ∈ C, it is known [2] that

Re
{ψ(z)

z

}
>

1

2
, z ∈ E.

Let
Q(z) =

(
Dn,α
λ f

)′
(z) + δz

(
Dn,α
λ f

)′′
(z)

and

S(z) =
ψ(z)

z
,

where Q and S are analytic functions in E with Q(0) = S(0) = 1.
Consider

(1− δ)Dn,α
λ

(
f ? ψ

)′
(z) + δ

(
zDn,α

λ (f ? ψ)′
)′

(z)

=
[(
Dn,α
λ f

)′
(z) + δz

(
Dn,α
λ f

)′′
(z)
]
?
ψ(z)

z
= Q(z) ? S(z).

Now, by given hypothesis,

Q(z) ≺F
(1 +Az

1 +Bz

)β
, S(z) ≺F

1

1− z
.

The required result follows by using Lemma 3.1 that (f ? ψ) ∈ Tn,αλ,δ (h).
�

Theorem 4.5. Let, for each i = 1, 2, 3, . . .m and δ = 0, fi ∈ Tn,αλ (hρi), where

hρi =
1 + (1− 2ρi)z

1− z
, ρi =

(1−Ai
1−Bi

)β
.

Let

G(z) =
[
Dn,α
λ

(
f1 ? f2 ? . . . ? fm

)]
(z).
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Then

G′(z) ≺F H(z),

where

H(z) = 1 +

∞∑
k=1

[
Πn
i=1(1− ρi)

] zk

k + 1
, (4.16)

is convex univalent in E.

Proof. Since fi ∈ Tn,αλ,0 (hρi), we have

(
Dn,α
λ fi

)′
(z) ≺F

1 + (1− 2ρi)z

1− z
, ρi =

(1−Ai
1−Bi

)β
.

Using Lemma (3.3, we have{(
Dn,α
λ f1

)′
?
(
Dn,α
λ f2

)′
? . . . ?

(
Dn,α
λ fm

)′}
(z) ≺F

(
hρ1 ? hρ2 ? . . . ? hρm

)
(z).(4.17)

Now (
hρ1 ? hρ2 ? . . . ? hρm

)
(z) = 1 +

∞∑
k=1

[
Πm
i=1(1− ρi)

]
zk.

We note that

H1(z) =
−2

z

[
z + log(1− z)

]
=

∞∑
k=1

(
2

k + 1
)zk

is convex and so, for f ∈ A,(
f ? H1

)
(z) =

2

z

∫ z

0

f(t)dt.

Therefore the function H2(z) = 1 + H1(z), z ∈ E is convex univalent in E, and
we can write for Re{p(z)} > 0,(

p ? H2

)
(z) = −1 +

2

z

∫ z

0

p(t)dt, z ∈ E. (4.18)

Applying a result given in [22] to (4.17), (m-1) times with H2 ≺F H2, we have

(
Dn,α
λ f1

)′
?
(
Dn,α
λ f2

)′
? . . . ?

(
Dn,α
λ fm

)′
? H2 ? H2 ? . . . ? H2

≺F hρ1 ? hρ1 ? . . . ? hρm ? H2 ? H2 ? . . . ? H2.

This implies[
Dn,α
λ f1

)′
? H2

]
?
[
Dn,α
λ f2

)′
? H2

]
. . . ?

[
Dn,α
λ fm−1

)′
? H2

]
?
(
Dn,α
λ fm

)′
≺F [hρ1 ? H2] ? [hρ2 ? H2] . . . ? [hρm−1

? H2] ? hρm . (4.19)

Now, using 4.18), we can rewrite (4.19) as follows
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(Dn,α
λ f1
z

)
?
(Dn,α

λ f2
z

)
? . . . ?

(Dn,α
λ fm−1
z

)
?
(Dn,α

λ f1
z

)′
≺F

1

z

∫ z

0

hρ1(t)dt ?
1

z

∫ z

0

hρ2(t)dt ? . . . ?
1

z

∫ z

0

hρm−1
(t)dt ? hρm(z)

= 1 +

∞∑
k=1

[
Πm
i=1(1− ρi)

] zk

k + 1
. (4.20)

It can easily be seen that left hand side of (4.20) is

(
Dn,α
λ f1 ? D

n,α
λ f2 ? . . . ? D

n,α
λ fm

)′
(z) =

[
Dn,α
λ

(
f1 ? f2 ? . . . ? fm

)]′
(z)

= G′(z), z ∈ E. (4.21)

Hence, from (4.20) and (4.21, we obtain that

G′(z) ≺F H(z), z ∈ E.

This completes the proof. �

Special cases

We now discuss some special cases of Theorem 4.5 as

(i). We take β = 1, Bi = −1, Ai = 1− 2βi, 0 ≤ βi < 1 for i = 1, 2, . . . ,m.
Then ρi = βi and hρi = hβi . Consequently H(z) in (4.16) can be written as

Hβ = 1 + 2m
(
1β1)(1− β2) . . . (1− βm−1

) ∞∑
k=1

zk

(k + 1)m
.

For n = 0, α = 0, λ = 0, δ = 0 and Re{f ′i(z)} > βi with βi ∈ [0, 1) for each
i = 1, 2 . . . ,m, we have from Theorem 4.5 that G′ ≺F Hβi in E. In this case,

G(z) =
(
f1 ? f2 ? . . . , ?fm

)
(z).

(ii). H(z) defined by (4.16) is convex univalent in function with real coefficients
. So, from Theorem 4.5. we have

H(−1) ≤ Re{G′(z)} ≤ H(1).

(iii). For

β = 0, hρi ≺F
1 +Ai
1 +Bi

, G(z) =
[
Dn,α
λ

(
f1 ? f2 ? . . . , ?fm

)]
(z),

then

Re{G′(z)} ≥ 1 +

∞∑
k=1

[
Πm
i=i

(
Bki −AiBk−1i

)]{
(1− 22−m)η(m− 1)− 1

}
,

where η is the well known zeta function in [5].
By taking n = 0, m = 3, α = λ = δ = 0, Bi = −1, Ai = 1 − βi, i =

1, 2, . . . , writing η(2) = π2

6 , we obtain a result proved in [21].
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Conclusion. In this paper, some new fuzzy classes of analytic functions are de-
fined using the fuzzy differential subordination and fractional differential operator
in the unit disc. Inclusion relations, convolution and integral preserving properties
for these new classes are derived. Several important special are also highlighted.
The ideas and techniques of this paper be starting point for future results. It is
an interesting problem to explore the applications of the fuzzy analytic classes in
various branches of pure and applied sciences.

Acknowledgements: We wish to express our deepest gratitude to the referee and
the editor for their valuable and constructive comments.
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